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Abstract 

AI systems are increasingly being deployed to provide the 
first point of contact for patients. These systems are typically 
focused on question-answering, and suffer from many of the 
same deficiencies in explanation that have plagued medical 
diagnostic systems since the 1970s (Shortliffe, Buchanan, 
and Feigenbaum 1979). They provide information that pa-
tients or physicians may not need or would prefer to get in 
other ways. To provide better guidance about explanations in 
these systems, we report on an interview study in which we 
identified explanations that physicians used in the context of 
a re-diagnosis or a change in diagnosis. Five broad categories 
of explanation emerged: 1) explanations intended to prepare 
the patient for later possibilities; 2) ways to tailor information 
to the audience; 3) use of case information to make a logical 
argument, 4) use of test results and logical constructs to sup-
port the diagnosis; and 5) communication intended to build 
emotional connection and rapport. We also present these in a 
diagnosis meta-timeline that identifies points at which we ob-
served explanatory reasoning strategies. Altogether, this 
study suggests explanation strategies, approaches, and meth-
ods that might be used by medical diagnostic AI systems to 
improve user trust and satisfaction with these systems. 

 Introduction   

Artificial Intelligence (AI) has the potential to revolutionize 

healthcare, and one potential area is initial diagnosis and 

first contact with patients. Researchers have known since 

the 1970s that transparency and explainability are necessary 

recurs to trustworthy systems, and this has been one of the 

largest impediments to the success of these systems 

(Clancey 1983) and it still remains one of the main chal-

lenges for these systems (Shaban-Nejad, Michalowski, and 

Buckeridge 2021).Without sufficient explanations, it is dif-

ficult for a physician or patient to understand how AI makes 

its decision, and thus whether to trust it. Research has sug-

gested that many failures of AI systems in the medical 
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domain stem from the lack of consideration of human issues 

in the design of the system (Patel et al. 2009). Nevertheless, 

Explainable AI (XAI) in healthcare is a nascent field (Lau-

ritsen et al. 2019; Panigutti, Perotti, and Pedreschi 2020) that 

is not yet well-informed by physician-patient communica-

tion. In order to develop appropriate AI diagnostic explana-

tions, it is important to understand the strategies physicians 

use to explain their diagnoses to their patients. Understand-

ing physicians’ explanatory reasoning may help AI devel-

opers create systems that make the patient-AI communica-

tion better, help patients comprehend the diagnosis process, 

and help physicians place trust in these systems as an aid for 

initial patient contact. To support this, we report on a study 

with physicians in which we identified explanation strate-

gies during diagnosis. Based on these interviews, we will 

summarize themes of their explanation strategies to improve 

existing and future AI medical diagnostic systems and pro-

vide some design recommendations for patient-facing AI di-

agnostic systems. 

Method 

A more detailed description of the methods of this study are 

found in Alam (2020).  We interviewed seven physicians 

with a variety of specialties and experience, with a focus on 

identifying incidents in which they made and changed diag-

noses. We used an adapted Applied Cognitive Task Analy-

sis (ACTA) technique (Crandall et al. 2006) to conduct in-

cident-based interviews. What we can obtain from such 

qualitative analysis can be much different, and it is possible 

to analyze the data with relatively smaller samples. All 

methods were approved by the MTU institutional review 

board.  Participants gave oral consent before the interview 

and agreed to have their interview audio recorded. Inter-

views were conducted either via phone/internet video or in-
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person and lasted for 45-70 minutes. After initial back-

ground questions, we focused on 1-2 cases per physician 

that involved a re-diagnosis and had them discuss how they 

communicated this to the patients. The goal of these inter-

views was to understand the methods physicians used to 

communicate with patients to explain their decisions, 

changes in diagnosis, and their reasoning strategies.  

Initial Coding 

 To analyze the interviews, we first isolated the explana-

tions from the transcripts. We coded a statement as an ex-

planation if it referred to some communication intended to 

help the patient understand a diagnosis. In a subset of two 

interviews, two independent raters identified each coded 

statement as either an explanation or non-explanation and 

achieved inter-rater reliability of κ= .9 and .88. Given the 

high agreement, a single rater coded the remaining inter-

views. We obtained 52 cases of explanation and mapped 

them into 24 categories of highly similar statements.   

Card Sorting 

Next, we conducted a card sort of the 24 categories. Five 

teams of students who were enrolled in graduate study at 

Michigan Technological University sorted the cards into 4-

6 categories based on judged similarity. Each coding team 

derived their categories by consensus. 

Hierarchical Clustering  

We next used a hierarchical clustering approach, using as a 

dissimilarity measure the number of times any pair appeared 

in different themes across sorting teams. We then applied 

the agnes agglomerative clustering function in the cluster 

library (Maechler et al. 2013) of the R statistical computing 

language to compute a clustering hierarchy.  

Results and Discussion 

Five rough hierarchical themes emerged from the clustering 

analysis (see Figure 1), along with the 24 base codes.  The 

similarity of a pair of themes is represented by the height of 

the branch that contains both themes.  Next, we will briefly 

discuss each theme in turn. 

Theme: Preparing Patients for Later Possibilities  

Physicians often provided an initial provisional diagnosis 

based on the symptoms and history. This not only included 

the most-likely condition but also often included other pos-

sibilities. Thus, this kind of explanation prepares the patient 

to accept and understand possible future changes in diagno-

ses. Some AI systems do show probability distributions 

across different possibilities, which supports this same func-

tion. However, they are much less likely to do this in order 

Figure 1: Hierarchical clustering for physician explanation strategies 



to create a narrative that will be followed up on later in the 

diagnosis. 

Theme: Tailoring Information to the Audience 

Physicians also reported that they often tailored their expla-

nation to the individual, based on either socio-economic or 

cultural status, the intellectual level of their patients, their 

current emotional state, and other concerns, all of which 

were dependent on the patients and their ability to under-

stand the information. XAI researchers have advocated for 

user models (Kass and Finin 1988), but tailoring can be done 

in simple ways as well, such as having the user select the 

complexity of the explanation they want.  

Theme: Using Case Information 

Physicians often generated their diagnoses over time using 

emerging information about the case. They then walked pa-

tients through the case scenario to help the patients under-

stand the diagnoses.  This diagnosis mode is similar to the 

explanation scripts initially explored by developers of ex-

pert diagnostic systems (see Clancey 1988), which would 

create text-based descriptions of the logical steps by which 

a diagnosis was reached. This mode of explanation is less 

common today in the XAI community, although Hendricks 

et al. (2016) demonstrated a way of using deep language 

models to generate similar explanations. 

Theme: Using Test Results and Logical Constructs 

to Support Diagnosis 

Physicians reported that they frequently used test results and 

medical records of the patients to support the diagnoses, 

which formed the basis for justifying and explaining diag-

noses. The interviewees mentioned using an X-ray, CT scan, 

endoscopy, angiogram reports as visual aids, as well as med-

ical records and test results (e.g. blood tests) to explain their 

diagnoses. Physicians also reported several higher-level 

strategies, including logical arguments, examples, analo-

gies, metaphors, and counterfactuals to help patients under-

stand a diagnosis. These correspond roughly to many forms 

of explanation being explored in the XAI research commu-

nity. For example, the explanation given by a physician 

pointing out a critical area of an X-ray image is similar to 

the LIME algorithm highlights critical features in an image 

(see Ribeiro, Singh, and Guestrin 2016). 

Theme: Build Emotional Connection and Rapport 

Physicians often considered the emotional aspects of com-

munication with the patient and their families. These were 

not always about providing explanations or information but 

involved empathetic strategies to ensure their patients knew 

the physicians listened and cared. 

 Physicians suggested that patients might initially be anx-

ious and not in a condition to understand the reasoning and 

explanation, and their explanations at this point differ from 

Figure 2: Meta-timeline for explanation in re-diagnosis scenarios 



 

 

later explanations. Also, several physicians suggested at the 

beginning of the consultation, they did not want the patients 

to think about negative possibilities too much.  

 This may be an area where AI will never match the em-

pathetic abilities of human diagnosticians.  Nevertheless, re-

searchers have investigated ways in which we treat comput-

ers as social actors (Lee and Nass 2010), which suggests that 

it may be possible to build social and emotional rapport be-

tween a human and a machine.  

Diagnostic Meta-timeline of Explanation 

The themes we presented show that there are many kinds of 

explanation used by physicians in the diagnostic process.  

Another outcome of our interviews is that these different ex-

planations occur at different times. To help identify the typ-

ical points at which explanations emerge during diagnosis, 

we developed a generic diagnosis meta-timeline (see Figure 

2) of explanation based on our interviews. This is a basic 

framework that encapsulates many of the commonalities we 

saw across diagnoses during the interviews. Although an AI 

researcher may be able to use this timeline as a basic 

flowchart for designing automated diagnostic systems, we 

see it more as a way of characterizing the explanations we 

observed at different times in diagnostic processes. During 

the initial phase of diagnosis, physicians conveyed the most-

likely diagnosis to their patients, mentioned other possibili-

ties, attempted to give general information, gained emo-

tional rapport, and avoided discussion of negative possibili-

ties. 

When the physicians ordered tests to confirm a provi-

sional diagnosis, they often assured patients that it would be 

in patients’ best interest. During the follow-up phase, physi-

cians typically used these testing results to explain the con-

dition to the patient. 

When the diagnosis did not work and the physicians 

needed to change the diagnosis, they often focused on pa-

tients’ emotional, cultural, or socio-economic status since 

often the reaction of the patients depends on these factors. 

They reported trying to be compassionate and empathetic to 

their patients and use counterfactuals to make the patients 

understand what would have happened had they taken an-

other course of action. This phase might continue until the 

conditions of the patient improved, or the physician decided 

to reassess the symptoms from ground zero.  

Considerations for Building Trustworthy Explan-

atory Diagnostic System 

The first generation of AI medical diagnostic systems based 

on the 1980s expert systems framework failed.  Many ob-

servers at that time rightly pointed to a lack of explainability 

as one of their main weaknesses, which led to the birth of 

the Explainable AI movement. Yet explanations in those 

systems were relatively simple to identify, as they came 

directly from human-generated rules. Today’s diagnostic 

systems are becoming more difficult to understand, making 

explanations even more necessary.  But the current XAI ap-

proaches remain algorithm-focused, without accounting for 

or modeling the explanation patterns of human physicians. 

Thus, the present study helps identify some of the goals and 

methods of explanation among human diagnosticians. 

 The explanation strategies and methods we identified in 

this study reveal that building good explanations for diagno-

sis and re-diagnosis scenarios requires the clarification of 

the symptoms and medical conditions as well as understand-

ing the emotional, cultural, intellectual, socio-economic sta-

tus of the patients. Expert human physicians often apply 

these approaches.  

 This study suggests several tangible pieces of design ad-

vice for AI researchers hoping to create usable diagnostic 

systems that will be informative for patients or physicians: 

• Tailor Explanations to the patient. One theme 

that emerged from this study is that physicians of-

ten tailored their explanations considering the need 

of different patients. The need for user models and 

personalization of explanation in the AI systems 

has been discussed (Kass and Finin 1988; Weiner 

1989; Miller 2019), but this is a difficult problem 

with no clear and easy solution. 

• Tailor Explanations During Diagnosis. AI sys-

tems should not consider an explanation one single 

event. It unfolds throughout a diagnosis and may 

take different forms at different time points. Expla-

nations at the initial point of diagnosis are often re-

lated to explaining differential diagnosis- giving 

one diagnosis but preparing patients for later pos-

sibilities, giving generalized information, or 

providing triage rationales only.  Moreover, initial 

explanations might be simplified if the patients or 

the family members are under stress, with more 

complex information waiting until later, when pa-

tients are stabilized, or their families are calmer.  

• Consider multiple forms of explanation. Most 

researchers focus on developing and validating a 

single kind of explanation system. Physicians are 

not restricted in this way, and use many kinds, from 

logical arguments to visualizations to examples, 

and analogies.  An explanatory diagnostic system 

must be prepared to do this as well, offering a va-

riety of things that serve as explanations. Along 

with small explanations along the way, physicians 

often create a completely logical argument that 

draws on all existing information to help the patient 



understand why a diagnosis is being made, why 

other diagnoses are not, what treatment options ex-

ist, and what will be done if the current diagnosis 

fails. 

Current AI approaches to explanation ignore many of the 

human needs for explanation and fail to address many of the 

explanation modes we identified in this study. Conse-

quently, this research suggests the importance of several ar-

eas of explanation when developing AI medical diagnosis 

systems. Some of the things we discovered really are the 

core of XAI (Hoffman et al. 2018; Mueller et al. 2019)- use 

of examples, counterfactuals, visual aids. But these are the 

pieces of explanation, it is not the whole explanation that 

patients need. AI systems in healthcare need to put it to-

gether at the right time, tailoring it for different patients at 

different points of diagnosis to ensure proper utilization of 

these systems.  
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