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Abstract

Disparities in dermatological outcomes may be related
to inequities in dermatological education, particularly
the lack of darker skin images in educational materi-
als used to train dermatologists and primary care physi-
cians. To address this issue, we propose a framework
to automatically assess bias in skin tone representation
in academic documents of dermatology. Given a doc-
ument, we apply content parsing to extract text, im-
ages, and table cells in a structured format. We then se-
lect skin images and segment non-disease regions using
Mask R-CNN. Individual Typology Angle (ITA) val-
ues are computed from non-disease regions and mapped
to Fitzpatrick skin indices. The proposed framework is
validated with three dermatology textbooks and com-
pared against manually annotated baselines by derma-
tology experts. Results show encouraging performance
in estimating skin tones and discover limited representa-
tion of darker skins, i.e., only 10.7%, across these doc-
uments. We envision this technology as a tool for der-
matology educators to quickly assess their materials.

Introduction

Dermatology textbooks, lecture notes, and published litera-
ture lack adequate skin color representation. Because skin
disease appears visually different across skin tones, educa-
tional materials depicting diverse skin tones are required
for a well-trained healthcare workforce (Louie and Wilkes
2018), (Massie et al. 2019), (Massie et al. 2020), (Lester et
al. 2020), (Adelekun, Onyekaba, and Lipoff 2020).

The lack of representation in educational materials may
translate to the clinical realm, where skin cancer diagnoses
(e.g., melanoma, squamous cell carcinoma) are significantly
delayed in patients of color, leading to increased morbidity
and mortality (Cormier et al. 2006). The COVID-19 pan-
demic has further highlighted inequities; (Lester et al. 2020)
manually annotated published photos of COVID-19 cuta-
neous findings and found images depicting darker skin lack-
ing.
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Unfortunately, manual skin tone annotation is not fea-
sible for a large corpus of dermatology education mate-
rials due to its labor-intensive nature, operator visual fa-
tigue, and intra-/inter-observer error related to category as-
signment for different skin tones (Louie and Wilkes 2018;
Lester et al. 2020).

Related Work

Several studies have shown the significant under-
representation of skin of color images in medical edu-
cation (Louie and Wilkes 2018), (Massie et al. 2019),
(Massie et al. 2020), (Adelekun, Onyekaba, and Lipoff
2020), (Lester et al. 2020). Unfortunately, all of these
studies used manual review and labeling of skin images,
thereby suggesting the immediate necessity of automated
methods to do such task to facilitate similar studies. (Louie
and Wilkes 2018) found over-representation of light skin
tones and no images of skin cancer in darker skin across
four general medicine textbooks. (Massie et al. 2020) ana-
lyzed skin tones in the New England Journal of Medicine
from 1992 to 2017 and found that only 18% of the images
represented non-white skin. (Adelekun, Onyekaba, and
Lipoff 2020) assessed skin tones in the top general derma-
tology textbooks and found darker skin tones significantly
under-represented.

Automatic skin tone representation assessment would sig-
nificantly aid in identifying bias in educational materials.
Previously, (Kinyanjui et al. 2020) used Individual Typol-
ogy Angle (ITA) to approximate skin tones in curated im-
age datasets (e.g., ISIC 2018 (Codella et al. 2019) and SD-
198 (Sun et al. 2016)), and results showed that these datasets
under-represent darker skin tones. We extend this work to
process images in the wild from off-the-shelf textbooks and
translate it into representations of skin tone, which could be
directly used by domain experts (e.g., dermatologists).

Methods

The overview of the proposed framework is shown in Fig-
ure 1. Given an academic material (A4), e.g., a textbook,
we employ a corpus conversion service (CCS) (Staar et
al. 2018) to parse text, images, and table cells in a struc-
tured format. Skin images are selected (I = {ig, - +,in})
and the non-disease regions are segmented using Mask R-
CNN (He et al. 2017), generating pairs of images and masks
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Figure 1: Overview of the proposed framework. Academic materials (e.g., in pdf format) are fed as input to our pipeline, which
are parsed using a corpus conversion service (Staar et al. 2018) and document entities (e.g., images and tables) are annotated.
Images are then cropped out using the annotations, among which skin images are selected. Segmentation of non-diseased skin
regions is applied and skin tone estimation is computed using the luminance and yellow pixel values of these regions.

({io, -+, in} U {mo,---,my}). Then, non-disease regions
({co, -+, cn}), where ¢; = i; x m;,Vj € [1,n], are used to
compute ITA values ({t}74,--- t!TA}) that are mapped to
Fitzpatrick skin type indices (FSTI) ({t{™S71, ... ¢I'ST1Y,
Lastly, the distribution of predicted skin tone representa-
tion (DE9TT) is estimated. Manually annotated skin tones
({90 - - - gn }) and the distribution (D%) are used to validate
the prediction.

Unlike most existing document parsing systems that use
rule-based conversion algorithms (e.g., Xpdf' and Tabula?),
CCS is a cloud-based platform that uses a machine learning-
based approach. CCS follows a programmable parsing ap-
proach that returns document entities (e.g., images and
tables) parsed into a structured format (e.g., JavaScript
Object Notation - JSON) without preserving the layout.
State-of-the-art segmentation techniques, such as Faster-R-
CNN (Ren et al. 2015) and the YOLOvV2 (Redmon and
Farhadi 2017), are integrated in CCS to segment those en-
tities and provide the coordinates in the output JSON file.
For this work, only images are extracted and non-skin im-
ages (e.g., charts and diagrams) are manually discarded.

The skin tone is estimated from the non-diseased part of
the skin images (Kinyanjui et al. 2020). Thus, segmentation
of the skin lesion from the non-diseased part is performed
using a Mask R-CNN model that achieved state-of-the-art
segmentation performance across different domains, e.g.,
2018 ISIC Challenge (Codella et al. 2019). The segmenta-
tion results in non-disease skin regions ({cg, - - -, ¢, }).

CIELAB color space is known for its robustness across
imaging devices, and hence the conversion of non-disease
regions to CIELAB yields {¢o, - - - , ¢, }. Then the ITA value,
t§TA, for each transformed image, ¢;, is computed as
L), —50 °
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ITA Range FSTI
ITA > 41° I
34.5° < ITA <41° I
28° < ITA <34.5° | III
19° < ITA < 28° v
10° < ITA < 19° v
ITA <10° VI

Table 1: Summary of skin tone categorization from Individ-
ual Typology Angle (ITA) values to Fitzpatrick Skin Type
Indices (FSTI). The lower ITA values (higher FSTI indices
- e.g., V and VI) represent darker skin tones.

Where LfL and % are the mean luminance and yellow pixel
values of ¢;. To avoid outliers, we only consider those non-
diseased skin pixels within one standard deviation from L7,

and bi. The ITA values are then mapped to Fitzpatrick Skin
Type Indices (FSTI) as shown in Table 1.

Experimental Setup

This section describes the dataset and evaluation metrics
used to validate the framework proposed to automatically
characterize dermatology educational materials.

Datasets

We evaluate our framework using images extracted from
three dermatology textbooks: Bolognia 4e (Bolognia, Schaf-
fer, and Cerroni 2018), containing 160 chapters and 2861
images; Fitzpatrick Color Atlas 8¢ (Wolff et al. 2017), con-
taining 35 Chapters and 868 annotated images; and Fitz-
patrick Dermatology in General Med 9e (Kang et al. 2019),
containing 217 chapters and 1528 annotated images. See
Figure 2 for example images extracted from each of these
textbooks.

The images were labeled by two trained medical stu-
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Figure 2: Example images extracted from three dermatol-
ogy textbooks: Dermatology Bolognia 4e ((Bolognia, Schaf-
fer, and Cerroni 2018)), Fitzpatrick Color Atlas 8e ((Wolff
et al. 2017)), and Fitzpatrick Dermatology in General Med
9e ((Kang et al. 2019).

Bolognia Atlas General Med
GT 11.92% 9.56% 11.78%
Proposed | 17.42% 6.82% 7.84%

Table 2: Percentage of images with dark skins in the
ground truth (GT) (Adelekun, Onyekaba, and Lipoff 2020)
and those predicted by the proposed approach for each
of the three textbooks, Dermatology Bolognia 4e (Bolog-
nia, Schaffer, and Cerroni 2018), Fitzpatrick Color Atlas
8e (Wolff et al. 2017), and Fitzpatrick Dermatology in Gen-
eral Med 9 (Kang et al. 2019).

dents under the supervision of a dermatologist as either dark
or light using previously described procedures (Adelekun,
Onyekaba, and Lipoff 2020). A subset of 93 images from
Bolognia 4e were annotated into the six FSTI labels by a
single dermatologist.

Evaluation metrics

We employ the following error rates to evaluate the skin tone
prediction performance: sum of absolute difference (SAD),
mean absolute error (MAE), mean squared error (MSE), and
root mean squared error (rMSE). These are computed only
on the subset of Bolognia 4e with the six FSTI labels, treat-
ing each of the indices as numeric. The confusion matrix is
also computed to show the misclassification between skin
tones. The distribution of skin tones in the prediction and
ground truth are compared to provide graphical evaluation.

Results and Discussion

The predicted skin tone distributions are shown in Fig-
ure 3. A lack of darker skin tone representation (indices V
and VI) is discovered consistently across all textbooks. Ta-
ble 2 shows the competitive performance of the proposed
approach in predicting the percentage of darker skin tones
in the three textbooks studied, compared with the ground
truth annotation by domain experts (Adelekun, Onyekaba,
and Lipoff 2020). The absolute differences of percentages
of dark skins between the predicted and ground truth are
5.5% in Bolognia 4e (Bolognia, Schaffer, and Cerroni 2018),
2.74% in Atlas 8e (WOolIff et al. 2017) and 3.94% in General
Med 9e ((Kang et al. 2019).
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Figure 3: Distribution of predicted Fitzpatrick skin tone
indices (FSTI) across the three textbooks studies, where
under-representation of darker skin tones, i.e., FTSI indices
of V and VI, is consistently observed across these textbooks.

The evaluation metrics for the subset of Bolognia
4e (Bolognia, Schaffer, and Cerroni 2018) annotated with
six FTSI labels are shown in Table 3 and achieve encourag-
ing performance. The confusion matrix in Figure 4 shows
plausible misclassifications between adjacent skin tones,
i.e., the confusion matrix shows encouraging detection per-
formance of higher-level skin tones (white vs. dark).

We attribute much of the error to the segmentation step.
The segmentation of non-diseased skin was challenging for
darker skin tone with a tendency of segmenting the whole
image as diseased in our validation (see Figure 5). This is
partly due to the lack of proportional samples with dark skin
tones during the training of the segmentation step. Thus, we
aim to address this issue by incorporating more manually-
segmented images with dark skin tones for re-training.



SAD MAE MSE rMSE
61.0 0.6559 0.8710 0.9333

Table 3: Evaluation metrics of skin tone predictions com-
pared to manually annotated ground-truth. Metrics are SAD:
sum of absolute difference; MAE: mean absolute error;
MSE: mean squared error; and rMSE: root mean squared
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Figure 4: Normalized confusion matrix of the predicted
FSTI in Bolognia 4e (Bolognia, Schaffer, and Cerroni 2018).
While encouraging performance is achieved to distinguish
dark vs. white skin tones, expected misclassifications be-
tween adjacent FSTI indices are observed.

Conclusion

We proposed a framework that automatically assesses bias
in representation of darker skin tones in dermatology docu-
ments. The framework is an end-to-end pipeline of ingesting
academic documents, extracting image contents and auto-
matically quantifying representation across groups. To this
end, Mask R-CNN is employed to segment non-diseased
skin regions upon which Individual Typology Angle (ITA)
values are extracted from the luminance and yellow pixel
values after CIELAB color space conversion. These ITA val-
ues are mapped to Fitzpatrick skin tone indices.

We validated the framework using three dermatology text-
books (Bolognia 4e, Atlas 8¢ and General Med 9e), us-
ing ground truth annotation performed by domain experts.
Prediction performance is evaluated using multiple perfor-
mance metrics, such as distribution of indices, confusion
matrices. The results show encouraging performance of our
proposed approach that aims to predict skin tones of images
directly form academic materials. We also observed, rela-
tively, poor segmentation results of darker skin tones, which
could be addressed using more representative training sam-
ples.

Most importantly, the tool described here could be auto-
matically implemented prospectively to evaluate textbooks,
lectures, and journal articles for fair representation prior to
publication; thereby facilitates the development of trustwor-
thy Al systems in field of dermatology. Moreover, the pro-
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Figure 5: Top row: skin images, and bottom row: segmen-
tation of non-diseased regions (black). Darker skin tones
tend to produce poor segmentation results, e.g., the last two
columns, partly due to the lack of enough training instances
with similar skin tones.

posed approach is scalable and could be applied to evaluate
academic materials beyond dermatology and image modal-

1ty.
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